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Abstract—Reducing energy consumption of software is an increasingly important objective, and there has been extensive research for data centers, smartphones, and embedded systems. However, when it comes to software, we lack working tools and methods to directly reduce energy consumption. For performance, we can resort to configuration options for tuning response time or throughput of a software system. For energy, it is still unclear whether the underlying assumption that runtime performance correlates with energy consumption holds, especially when it comes to optimization via configuration. To evaluate whether and to what extent this assumption is valid for configurable software systems, we conducted the largest empirical study of this kind to date. First, we searched the literature for reports on whether and why runtime performance correlates with energy consumption. We obtained a mixed, even contradictory picture from positive to negative correlation, and that configurability has not been considered yet as a factor for this variance. Second, we measured and analyzed both the runtime performance and energy consumption of 14 real-world software systems. We found that, in many cases, it depends on the software system’s configuration whether runtime performance and energy consumption correlate and that, typically, only few configuration options influence the degree of correlation. A fine-grained analysis at the function level revealed that only few functions are relevant to obtain an accurate proxy for energy consumption and that, knowing them, allows one to infer individual transfer factors between runtime performance and energy consumption.

I. INTRODUCTION

The energy demand of computing systems has been rapidly increasing for decades, with an ever growing number of users, devices, and applications. Recent developments in deep learning, big data analysis, and cloud computing further increase this demand [1], [2], [3]. While it is hardware that consumes energy, it is the software that controls how long and how intensive the hardware is used.

One powerful lever to optimize non-functional properties such as energy consumption and performance of software systems is configurability [4], [5], [6]. Recent work in this area demonstrates that a proper configuration can speed up a system’s runtime performance by orders of magnitude [7], [8], [9]. Thus, it is not surprising that developers increasingly include configuration options in their code base [4], [8]. Clearly, configurability can serve as a means to optimize runtime performance, but can we reduce energy consumption of configurable software systems in a similar way?

The backbone of most optimization techniques in this area are surrogate regression models [5], [6], [9], which are able to estimate performance of a given software configuration. Constructing such a model usually requires extensive upfront measurements of a diverse set of software configurations to obtain a proper learning set [10]. While measurements are often straightforward to obtain for runtime performance and can even be obtained at the statement level (e.g., via profiling or code instrumentation [11], [12]), accurate and fine-grained energy consumption measurements are challenging for several reasons [13]: Measuring the energy consumption of software includes also the energy consumption of the underlying hardware and other running processes on the system, which gives rise to measurement uncertainty and bias. Worse, the physical measurement process has fundamental limitations regarding precision (measurement accuracy) and temporal resolution (sampling rate) [14]. In general, energy measurements are more prone to noise than performance measurements, because energy-measurement devices are more inaccurate compared to the internal clock that is used for performance measurements [15], [16], [17]. So, as a matter of fact, a direct measurement of energy consumption is complicated, time-consuming, and inherently noisy. Hence, a cheap and accurate proxy measure for energy consumption is clearly desirable. As different research studies [18], [19], [20] and practitioners guides [21], [22] suggest, performance might be exactly that proxy. In this vein, we reformulate our initial question:

Can we use runtime performance as a proxy measure for energy consumption, and thus reduce energy consumption by performance tuning of software configurations?

The key is whether there is a configuration-dependent correlation between runtime performance and energy consumption. That is, do configuration options affect energy consumption in a similar way as they affect runtime performance? Although there is anecdotal evidence and isolated studies on the correlation of runtime performance and energy consumption (see Section III-B), answering this question is far from trivial and has not been studied in the context of configurability, despite its relevance for industry and society.

To answer our research question we conduct several experiments. First, we search relevant literature on the relation...
between energy consumption and runtime performance to assess the state of the art about reported possible causes for an observed positive, negative, and absent correlation between energy consumption and runtime performance. This way, we obtain a broad picture about the validity of a performance proxy and ascertain whether configurability has been taken into account so far. Second, we conduct a series of experiments measuring runtime performance and energy consumption of a diverse set of configurable, real-world software systems analyzing the correlation of runtime performance and energy consumption across their configuration spaces. This includes the analysis of the whole configuration space as well as parts of it, down to the level of individual configuration options or interactions thereof. Finally, we conduct an experiment involving fine-grained function-level energy measurements to trace possible causes for correlation and non-correlation to the function level. That is, we selectively increase the resolution of our measurements from system level down to code level and investigate the energy–performance correlation of configuration options at each level.

We found strong correlations between performance and energy consumption for all subject systems averaged over the configuration space (i.e., reducing response time reduces energy consumption). However, when considering only a subset of (similar) configurations, we observe that this correlation may break down and even reverse. This can have severe consequences in scenarios when changing a running configuration to a similar one that reduces response time, energy consumption might even increase. We found that this behavior can be traced to individual configuration options and interactions that affect certain functions in the code such that the correlation may vary depending on which option is active. Moreover, we found that few functions exhibit a distinctive transfer factor, enabling us to transfer response times to energy consumption and vice versa depending only on a few options. Knowing these functions and the corresponding configuration options allows for the computation of these transfer factors and thereby for improving the applicability of performance as a proxy. Our analysis of the literature supports these findings not only by showing a mixed picture of performance–energy correlation, but also by pointing to common causes of correlation, such as caching, and multi-threading, all representing functionality that is often encapsulated and activated by individual options.

Overall, this paper makes the following contributions:

• We analyzed 75 studies that report on empirical findings about the energy–performance correlation of software systems, obtaining a mixed picture on whether and why energy consumption and runtime performance correlate.

• We conducted a series of experiments measuring performance and energy consumption of various configurations of 14 real-world software systems, analyzing how configuration options and their interactions affect the correlation between energy and performance. Based on the results of our experiments, we extract insights and deduce actionable for reducing energy consumption of configurable software systems.

As such a study has not been conducted before, our findings contribute to the understanding of the configuration-dependent correlation between runtime performance and energy consumption of software systems. At the same time, identifying influential configuration options enables practitioners optimizing energy consumption and performance, only by measuring runtime performance. Tracing correlation variance at the system level down to functions provides developers a useful lever for energy debugging.

II. CORRELATION OF ENERGY CONSUMPTION AND PERFORMANCE

The measure of energy consumption quantifies the amount of energy consumed that is required to resolve a task. It is calculated by integrating the power draw over time. It is reasonable to expect that longer execution times result in higher energy consumption. However, the relation between energy consumption and runtime performance is not straightforward [23], [21], [24], [25], [26]. Therefore, we distinguish three modes of correlation: positive, negative, and no correlation.

1Supplementary Web page: https://zenodo.org/record/7544891
Positive correlation means that, the longer a task runs, the more energy it consumes. Conversely, reducing execution time (i.e., improving performance) implies saving energy. That is, performance-optimal software configurations are likely to be also energy-optimal configurations.

Negative correlation arises when a higher energy consumption is associated with shorter execution times or vice versa. That is, there is a trade-off between the two, and one needs to decide to trade runtime performance for energy consumption.

Absent correlation implies that there is no dependency or observable relation between runtime performance and energy consumption. This is the case when, for the same amount of consumed energy, tasks require varying execution times or vice versa. Finding this mode of correlation in a configuration space enables users to optimize one measure (either runtime performance or energy consumption) without having to care about the other (i.e., there is no trade-off). This implies that runtime performance is no proper proxy for energy consumption.

The three modes of correlation are illustrated in Figure 1. For both subject systems, the set of all configurations follow the general pattern that longer execution times are associated with more energy consumption. Splitting the set of all configurations according to specific options can improve correlation between energy consumption and runtime performance, though. Figure 1 (top) shows option Cores of the video encoder x264. We can see that, deciding between the different settings for Cores, the resulting subsets of configurations approach a line in the plot. That is, for each setting of the option, we can use runtime performance as a proxy for energy consumption, though not globally. This is not always the case, though. Figure 1 (bottom) shows HSQLDB’s options Encryption and Tables. Enabling Blowfish increases the execution time as well as the energy consumption. If we enable Blowfish and MemoryTables together, we see that all configurations are vertically arranged around 325 seconds. In this cluster, we can tune the energy consumption by changing configurations without degrading performance. This is an example of absent correlation.
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affected by configuration options in contemporary software systems. We conjecture that the different modes of correlation can also emerge in a single software system depending on the configurations that are executed. This would, however, make the proxy question more nuanced, as it would depend on the individual configuration options that are selected. We will shed light on this issue in our empirical study in Section V.

C. Related Studies

Closest to our paper are experiments reporting on variations of performance arising from a software’s configuration [25], [33], [35], [34], [36]. The most complex experiment reported so far considered only five configuration options of a single software system [36]. This strongly indicates that there is only a limited coverage of configurability in the analysis of the correlation between energy consumption and runtime performance. Clearly, effects stemming from interactions among configuration options as well as different types of options cannot be studied with such experimental setups. Interestingly, we see that positive and no correlation are on par for these experiments [25], indicating that even for a small number of options, there might be good reasons not to use runtime performance as a proxy for energy optimization.

IV. Experiment Setup

In this section, we define our research questions and describe the measurement setup, including subject systems. We make all information on subject systems and experiment data including energy consumption and runtime performance measurements available on our supplementary Web site.

A. Research Questions

System-Level Correlation. To use runtime performance as a proxy measure for energy consumption, we have to evaluate how the two align with each other. Since the literature provides a mixed picture, we investigate whether both properties align over the whole configuration space or only in parts of it. So, we formulate the following two research questions:

<table>
<thead>
<tr>
<th>RQ</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>To what extent does runtime performance and energy consumption correlate across the configuration space?</td>
</tr>
<tr>
<td>2</td>
<td>Does this correlation stay constant across the configuration space or are there clusters of similar performing configurations that exhibit different correlations?</td>
</tr>
</tbody>
</table>

Option-Level Correlation. Next, we are interested in to what extent individual configuration options (e.g., number of threads, cache size, encryption mode) affect the correlation between energy consumption and runtime performance. Changing a configuration usually corresponds to the (de-)selection of system functionality. By analyzing the correlation at the option-level, we gather evidence on whether runtime performance is a viable proxy for energy optimization for option-specific system functionality. This enables us to find (positively) correlating options and interactions, should they exist. So, we formulate the following two research questions:

<table>
<thead>
<tr>
<th>RQ</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Can system-level correlations be traced to individual configuration options and interactions?</td>
</tr>
<tr>
<td>2.2</td>
<td>What is the fraction of options and interactions that have an effect on the correlation?</td>
</tr>
</tbody>
</table>

Function-Level Correlation. While [RQ2.1] traces the modes of correlation to individual options, we want to pinpoint functions in which the correlation is influenced by configurations. The goal is to identify possible means for developers to use the execution time of a function as a proxy for energy consumption, thereby enabling code-based energy optimization. Such information has been requested by developers to have an actionable tool for a green software development [45], [46]. So, we formulate the next research question:

<table>
<thead>
<tr>
<th>RQ</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Does configuration-dependent correlation exist at the function level?</td>
</tr>
</tbody>
</table>
B. Measurement Setup

We conducted all system-level runtime performance and energy measurements on two clusters, equipped with a dedicated energy measurement device. The first cluster uses Intel NUCs with i7-8559U CPUs, 32 GB DDR4-2666, and 500 GB NVME SSD. Every machine is plugged into a GUDE 8045-1 PDU (power distribution unit), measuring the power draw with an interval of 1 second per outlet. The second cluster consists of Intel Core i5-4590 machines having 16 GB RAM, 256 GB SSD, and depending on the subject system, a minimal installation of Ubuntu 16.04, Ubuntu 18.04, or Debian 9. Each machine is connected to a IPT iPower PI PDU.

To measure energy consumption at the function level, we set up a dedicated single machine running an Intel Core i5-7500 with 4 GB RAM and 120 GB SSD, and a minimal installation of Ubuntu 18. This machine contains a 2.5 kHz energy measurement chip. No other tasks were running during our final measurements.

We selected different sizes, using different programming languages, and we are aware of. In particular, we selected different configurations for measurement, including energy consumption or runtime performance of configurable software systems from related studies \[12\], \[48\], \[10\], \[11\], \[5\].

When measuring client-server systems, such as Web servers, we repeated our final measurements times, taking the average. When measuring client-server systems, such as Web servers and databases, we used multiple machines in parallel, where one acted as server and one or more as clients. In total, we invested 2.6 years of CPU time obtaining the largest performance–energy data set on configurable software systems that we are aware of.

C. Subject Systems

To obtain a representative set of systems, we selected 14 subject systems from different application domains, of different sizes, using different programming languages, and with varying configuration spaces. In particular, we selected subject systems from related studies \[12\], \[48\], \[10\], \[11\], \[5\], \[47\], which is based on the INA226 power measurement chip. No other tasks were running during the performance and energy measurements. We conducted pre-experiments to calculate the measurement bias (i.e., standard deviation of repeating runs). Based on these experiments, we repeated our final measurements 3 times, taking the average. When measuring client-server systems, such as Web servers and databases, we used multiple machines in parallel, where one acted as server and one or more as clients. In total, we invested 2.5 years of CPU time obtaining the largest performance–energy data set on configurable software systems we are aware of.

D. Basic definitions

In our study, we consider a set \( S \) of subject systems, whereas each subject system \( s \in S \) provides both a set of valid configurations \( C_s \) and a set of configuration options \( O_s \).

Each configuration \( c \in C_s \) assigns a value to each option \( o \in O_s \). Function \( o(c) \) maps a configuration to the value of the corresponding configuration option \( o \). The domain of this function \( \text{dom}(o) \) (i.e., the possible values for a given option) is typically either binary \((o(c) : C_s \rightarrow \{0, 1\})\) or numeric \((o(c) : C_s \rightarrow \mathbb{Z})\). The functions \( \mathcal{E}_s : C_s \rightarrow \mathbb{R} \) and \( \mathcal{P}_s : C_s \rightarrow \mathbb{R} \) map a configuration of the subject system \( s \) to its measured energy and runtime performance value, respectively.

The average of all energy and performance values is defined as \( \mathcal{E}_s = \frac{1}{n_o} \sum_{i=1}^{n_o} e_i \) and \( \mathcal{P}_s = \frac{1}{n_p} \sum_{i=1}^{n_p} p_i \), where \( e_i \) and \( p_i \) are the energy and performance values of the \( i \)-th configuration, and \( n_o \) number of all measured configurations \( M_s \).

To answer our research questions, we analyze the energy consumption and runtime performance of 14 real-world software systems presented in Table II.

V. PERFORMANCE–ENERGY STUDY

A. System-Level Correlation

**Operationalization:** To answer \(RQ_{1,1}\), we quantify the correlation between energy consumption and runtime performance of the entire configuration space using Pearson’s correlation coefficient. Pearson’s correlation coefficient states how well the mapping between runtime performance and energy consumption can be represented by a linear relation.

To investigate whether the correlation holds in all or only some parts of the configuration space \(\{RQ_{1,2}\}\), we compute the correlation for slices of the data. Specifically, we split the performance dimension of each subject system \( s \) into 19 slices \( L_{s,1}, L_{s,2}, \ldots, L_{s,19} \subset M_s \) of similar performance range (i.e., time interval) and compute the correlation of all configurations falling into that slice. Each slice represents \(\frac{1}{19}\) of the runtime performance range between the slowest and fastest configuration. To be robust against unfavorable splits, we overlap each slice by half of the slice width, resulting in a total of 19 slices. For each slice \( L_{s,i} \), we compute Pearson’s correlation coefficient \( r_{s,i} \):

\[
r_{s,i} = \frac{\sum_{c \in L_{s,i}} (P_s(c) - \overline{P}_s) \cdot (E_s(c) - \overline{E}_s)}{\sqrt{\sum_{c \in L_{s,i}} (P_s(c) - \overline{P}_s)^2 \cdot \sum_{c \in L_{s,i}} (E_s(c) - \overline{E}_s)^2}}
\]

\[1\] We used 2-wise sampling to measure a representative subset of configurations.

| System         | Domain     | Language | LOC  | \(|C|\) | \(|O|\) |
|----------------|------------|----------|------|--------|--------|
| 7Z             | Compression| C++      | 164977| 68640  | 10     |
| APACHE         | Web server | C        | 235825| 13441  | 11     |
| BROTLI         | Compression| C        | 34501 | 181    | 2      |
| EXASTENCILS    | Code Generator | Scala   | 71240 | 86058  | 10     |
| HSQDB          | Database   | Java     | 187632| 864    | 14     |
| JUMP3R         | MP3 encoder| Java     | 20940 | 933120 | 14     |
| KANZI          | Compression| Java     | 21805 | 1984   | 6      |
| LLVM           | Optimizer  | C        | 767520| 65536  | 15     |
| LRZIP          | Compression| C        | 15475 | 5184   | 12     |
| MONGODDB       | Database   | C++      | 491852| 6840   | 15     |
| NGINX          | Web server | Go       | 147246| 4146   | 14     |
| POSTGEOJSL     | Database   | C        | 944473| 864    | 7      |
| V8             | Video encoder | C/C++  | 352896| 2736   | 11     |
| X264           | Video encoder | C      | 68475 | 3840   | 11     |

Table II: Overview of subject systems, including application domain, programming language, lines of code (LOC), number of valid configurations (\(|C|\)), and configuration options (\(|O|\)).
The coefficient $r_{s,i}$ ranges from $-1$ to $1$. A coefficient of 0 indicates absent correlation, 1 indicates a perfect positive correlation, and $-1$ a perfect negative correlation. We refer to $r$ also as correlation value.

To quantify the extent of possible deviations of (sets of) configurations from the correlation, we additionally fit a linear function with all measurements available: $f_s : P_s \rightarrow E_s$ using linear regression. That is, given $p \in P_s$, we ask how well we can predict $e \in E_s$. This way, we learn how well runtime performance acts as an estimator for energy consumption. The rationale is that the extent and distribution of the prediction error maps the unrelatedness of runtime performance and energy consumption depending on the configuration space.

Results: Table III lists the results of the correlation analysis. Pearson’s correlation for the whole configuration space is shown in the first column. The column for the slice correlation lists the number of slices that have a certain strength of correlation. Finally, the last two columns show the mean absolute percentage error (MAPE; a standard measure for model accuracy [9], [49], [11]) and its according standard deviation (StD) of the linear model fitted on all measurements.

TABLE III: Correlation between energy consumption and runtime performance. Green cells show an error below 5%.

<table>
<thead>
<tr>
<th>System</th>
<th>Pearson</th>
<th>SN</th>
<th>MN</th>
<th>WN</th>
<th>MP</th>
<th>SP</th>
<th>MAPE</th>
<th>StD</th>
</tr>
</thead>
<tbody>
<tr>
<td>7Z</td>
<td>0.98</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>14.7</td>
<td>11.7</td>
</tr>
<tr>
<td>APACHE</td>
<td>0.99</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2.2</td>
<td>1.8</td>
</tr>
<tr>
<td>BROTLI</td>
<td>1.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>9.3</td>
<td>14.1</td>
</tr>
<tr>
<td>EXASTENCILS</td>
<td>0.98</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>13</td>
<td>5.7</td>
<td>4.8</td>
</tr>
<tr>
<td>HSQLEDB</td>
<td>0.99</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>3.0</td>
<td>2.2</td>
</tr>
<tr>
<td>JUMP3R</td>
<td>0.99</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>10.0</td>
<td>8.2</td>
</tr>
<tr>
<td>KANZI</td>
<td>0.97</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>7</td>
<td>70.4</td>
<td>64.1</td>
</tr>
<tr>
<td>LLVM</td>
<td>0.99</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>LRZIP</td>
<td>0.99</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>31.0</td>
<td>28.8</td>
</tr>
<tr>
<td>MONGODB</td>
<td>0.99</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>1.6</td>
<td>1.2</td>
</tr>
<tr>
<td>NGINX</td>
<td>0.99</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>8.2</td>
<td>19.3</td>
</tr>
<tr>
<td>POSTGRESQL</td>
<td>0.95</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>9</td>
<td>2</td>
<td>1.2</td>
<td>0.9</td>
</tr>
<tr>
<td>VP8</td>
<td>0.96</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>22.0</td>
<td>17.5</td>
</tr>
<tr>
<td>X264</td>
<td>0.96</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>10.3</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Pearson’s correlation of different configurations between energy consumption and runtime performance; SN: strong negative ($r \leq -0.7$); MN: moderate negative ($-0.7 < r < -0.3$); WN: weak or no ($-0.3 < r < 0.3$); MP: moderate positive ($0.3 < r < 0.7$); SP: strong positive ($r \geq 0.7$); MAPE: mean absolute percentage error of all configurations given runtime performance predicting energy consumption; StD: standard deviation of the distribution of prediction errors.

We observe a nearly perfect linear correlation across all subject systems when taking the whole configuration space into account. Even the lowest correlation value we found (X264) is still very large (0.963). To obtain deeper insights into the distribution of performance–energy correlation across the configuration space, we plot the energy consumption and runtime performance for all configurations (dots) in Figure 2 for a selected subset of systems (plots for all systems can be found at our supplementary Web page).

The key observation is that, although we observe a general trend of an increasing energy consumption with increasing response time, this trend does not hold for all configurations in the respective configuration spaces. Computing the correlation between energy consumption and runtime performance of subsets of configurations shows a very heterogeneous picture. For instance, for KANZI, in 3 out of 19 slices, we observe a strong negative correlation, although the overall correlation is strongly positive (0.977). That is, for these three areas of the configuration space, increasing the response time, decreases energy consumption and vice versa.

In HSQLEDB, none of the subsets of configurations have a strong positive correlation. This is an instance of Simpson’s paradox, that is, detecting a strong correlation for all the data while simultaneously detecting no or opposite correlation for subsets of the same data [50]. This observation hints at a significant insight into system-level correlation: Changing configurations locally in the configuration space may not follow the global trend of a strong performance–energy correlation. Only BROTLI and LLVM seem to be consistent in the correlation of the subsets with the overall correlation.

**Insight:** Even a perfect linear correlation between energy consumption and runtime performance is no guarantee for having a good proxy for energy consumption for individual configurations. That is, energy consumption may still vary substantially for configurations with similar performance.
Looking deeper into the data (e.g., Figure 2 [left column]), we find that some configurations have a different energy consumption for a similar runtime performance and vice versa. To quantify for which software systems a performance proxy is suitable, we review the MAPE in Table III. For five systems, the linear model estimates energy consumption with a low MAPE: APACHE, HSQLDB, LLVM, MONGODB, and POSTGRESQL. This is because energy consumption and runtime performance values are close to the regression line across the whole configuration space (as shown in Figure 2). The other systems have a high MAPE (over 5%) or a high standard deviation, which means that we cannot use runtime performance as a reliable proxy for many of the configurations of these systems [51]. Figure 2 (right column) shows the underlying distribution of the MAPE. We can see that there are groups of configurations that diverge substantially from the regression line (e.g., centered around 20% error rate for 7z), which indicates multi-modal error distributions for some software systems.

Discussion: A configuration is often not selected without certain restrictions and functional requirements. Our results suggest that shrinking the configuration space can negatively influence the correlation value. In other words, the positive correlation might be an artifact of the combinatorially huge number of positively linked configuration decisions that get reduced when looking only at a subset of configurations. Strong indications for this are (i) configurations with a similar runtime performance (different groups) having no, weak, or even negative correlations, even if all configurations together have a very strong positive correlation; (ii) multi-modality in the error rate distribution, pointing to different degrees of correlation of subsets of configurations. Since a configuration is composed of the choices of several individual configuration options, we can already infer that some options must have a profound distinctive influence on the correlation value. To understand this effect better, we investigate next the role of individual configuration options and their interactions as possible drivers of a correlation between energy consumption and runtime performance.

B. Influence of Options and Interactions on the Correlation

Operationalization: To answer RQ2.1, we quantify the correlation between energy consumption and runtime performance for individual configuration options using Pearson’s correlation coefficient. Similar to RQ1.2, we compute Pearson’s correlation for individual slices, but now per option, to investigate whether the correlation of specific configuration options holds in the whole or only parts of the configuration space. For each configuration option \( o \in O \), we divide the configurations of each slice \( L_{s,i} \) into different sets such that each set contains only configurations in which the option has a fixed value.

Furthermore, we quantify the improvement (or deterioration) of prediction accuracy when dividing the set of all configurations by the values of individual configuration options. For this purpose, we fit a linear model \( f_{o,v}^{s} : \mathcal{P}_{s} \rightarrow \mathcal{E}_{s} \) for all \( o \in O \) and all values \( v \in \text{dom}(o) \) with each set of configurations of the individual configuration options. This way, we determine whether runtime performance is a reliable proxy for energy consumption when looking only at partitions of the configuration space whereby the partition is specified by an individual option’s value. We can also identify highly correlating options and interactions with this method.

To this end, we compare the error of the global linear model using all configurations \( \text{RQ1.2} \) with the error of the linear model of the best suitable option (lowest MAPE). A smaller error for a certain configuration option means that this configuration option explains some of the performance variance and thus fosters linear correlation. We use a threshold of 5% as indicator for good models [51], [52]. To answer \( \text{RQ2.3} \), we report per subject system the number of configuration options that reduce the error below 5%.

Interactions between configuration options are known to influence performance [51], [5]. We determine interacting configuration options by means of a qualitative analysis of the influence of configuration options. Specifically, we search for options with values that are locally clustered in certain areas of the performance–energy space, and we manually inspect whether a cluster can be isolated from all other configurations by selecting a combination of configuration options. Figure 1 illustrates this situation for HSQLDB. The Blowfish algorithm has a distinct characteristic that is easily separable from other values of Encryption. If we want to identify the cluster of configurations around 325 seconds, we need to select only the value MemoryTables from option TableType. Two of the authors conduct this analysis for all subject systems and all options to identify all interacting configuration options.

Results: In Table IV we summarize our findings on the effect that individual configuration options and interactions have on the correlation between energy consumption and runtime performance \( \text{RQ1.1} \) and \( \text{RQ2.1} \). The first column shows the mean value of the correlations per configuration option. Similar to \( \text{RQ1.1} \), we see a perfect positive correlation for all subject systems. The lowest correlation coefficient (BROTLI) is still strong (0.91).

The columns SN, MN, WN, MP, and SP of Table IV show the number of cases summarized over all 19 slices when a configuration options exhibits the corresponding correlation mode. Similar to \( \text{RQ1.2} \) we observe a mixed picture for most systems. We find even systems (e.g., MONGODB) for which all sets of configurations have a weak or moderate positive correlation. Compared to \( \text{RQ1.2} \), we observe that the
TABLE IV: Correlation between energy consumption and runtime performance based on configuration options for all subject systems. Green cells show an error below 5%.

<table>
<thead>
<tr>
<th>System</th>
<th>Pearson</th>
<th>Correlation modes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SN</td>
<td>MN</td>
</tr>
<tr>
<td>7Z</td>
<td>0.98</td>
<td>33</td>
</tr>
<tr>
<td>APACHE</td>
<td>0.99</td>
<td>0</td>
</tr>
<tr>
<td>BROTLI</td>
<td>0.91</td>
<td>1</td>
</tr>
<tr>
<td>EXASTENCILS</td>
<td>0.91</td>
<td>1</td>
</tr>
<tr>
<td>HSQLDB</td>
<td>0.97</td>
<td>1</td>
</tr>
<tr>
<td>JUMP3R</td>
<td>0.98</td>
<td>16</td>
</tr>
<tr>
<td>KANZI</td>
<td>0.96</td>
<td>12</td>
</tr>
<tr>
<td>LLVM</td>
<td>0.99</td>
<td>0</td>
</tr>
<tr>
<td>LRZIP</td>
<td>0.98</td>
<td>11</td>
</tr>
<tr>
<td>MONGODB</td>
<td>0.99</td>
<td>10</td>
</tr>
<tr>
<td>NGINX</td>
<td>0.99</td>
<td>0</td>
</tr>
<tr>
<td>POSTGRESQL</td>
<td>0.99</td>
<td>0</td>
</tr>
<tr>
<td>VP8</td>
<td>0.97</td>
<td>5</td>
</tr>
<tr>
<td>X264</td>
<td>0.96</td>
<td>3</td>
</tr>
</tbody>
</table>

Pearson: mean value of the correlation coefficients for all values of different configuration options; SN: strong negative; MN: moderate negative; WN: weak or no; MP: moderate positive; SP: strong positive; MAPE: mean absolute percentage error of all configurations given runtime performance predicting energy consumption; CO (configuration option): number of configuration options that foster positive correlation; CI (configuration interaction): number of configuration options that are part of an interaction.

For example, we observe a substantial drop in the error of KANZI from 70.4% to 23.7%. To illustrate this effect, we show in Figure 5 the configuration space of 7z. Here, we learn a separate model for each of the five compression modes of the option Compression method. Interestingly, when selecting BZip2, we observe a larger spread across the energy–performance space, leading to an increased error compared to the global model. This indicates that, for some values of configuration options, correlation is absent, and a performance proxy would fail when using one of these options.

LRZIP and x264 exhibit error rates in which the error of the best model is substantially lower than the worst model and the average error over all models. The best regression model of x264, generated from the configuration option Cores, has an error of 2.5%. That is, selecting a good configuration option for the split greatly improves model accuracy, suggesting that runtime performance is a good proxy. In Figure 1, we had shown the effect of dividing the configuration space into four sets, each with one value of Cores. We can clearly see that this split aligns the corresponding configurations along four different regression lines leading to more accurate energy estimates when considering each line individually, instead of averaging across them.

Answering RQ2.2 we found the same pattern also for other systems: A small number of options (i.e., correlating options) is able to lower the prediction error. We report the number of these correlating options (CO) in Table IV. In total, there are 12 out of 155 configuration options that lower the error by more than 5%. Across all systems, fitting a model per value of an option always reduces the error. That is, small to large deviations in correlation occur in all subject systems for the majority of options.

So far, we looked at individual configuration options, but we found also correlating interactions among options. That is, setting multiple configuration options to a certain value might affect the performance–energy correlation (CI in Table IV). In total, there are 22 configuration options involved in interactions that substantially affect the correlation. Notably, we were able to identify 14 options that have not been found by the previous analysis (CO in Table IV). This means, when taking interactions into account, not 12 but 26 options out of 155 lower the error rate. Interestingly, we found that seven subject systems have no interactions relevant for the performance–energy correlation and exactly those systems already have a low prediction error. This is a possible indicator that interactions may be responsible for changes in the performance–energy correlation for the other systems.

**Discussion:** Overall, we obtain a similar picture as in RQ1.1 and RQ1.2. The linear correlation across the whole energy and time range is nearly perfect for all systems. However, when correlating slices of data, we see all modes of correlation for different subsets of configurations by fitting the values of individual options. Furthermore, predicting energy consumption based on runtime performance of only a subset of configurations often reduces the prediction error. Interestingly, we also see that this applies only to a few options (12 out of...
195 options across all systems). This is good news and bad news at the same time: It means that runtime performance usually works as a proxy for large portions of the configuration space and even for entire systems. The bad news is that, if it does not work, we need to identify the options causing the disruption of correlation. This can become costly as it requires sampling, measuring, and learning multiple sets of configurations.

**Insight:** In general, fitting a model mapping runtime performance to energy consumption for each value of an option always reduces the error across all subject systems.

**Actionable:** If the global error is too large (e.g., 70.4% for KANZI), producing option-level prediction models can substantially reduce the error (e.g., 23.7% for KANZI) and make runtime performance a reasonable proxy.

In our set of subject systems, there is one subject system that stands out with respect to prediction error: KANZI (see Figure 4). Even the best regression model has an error of 23.7% (cf. Table IV). The reason for this large error is a high number of configurations with short runtime, such that only one or two energy measurements could be made in that time. So, the variance we learn with the regression models lies within the measurement deviations of the measurement device.

### C. Function-Level Correlation

**Operationalization:** Answering RQ2, we measure the runtime and energy consumption of all functions that are visited during program execution. To this end, we used the PERF profiling tool[^1] for measuring the runtime within a function (self-time). Specifically, we used PERF’s sampling-based profiling mode (with 1007 Hz sampling frequency) to reduce profiling overhead. To measure the energy consumption of the individual functions, we used a power measurement system with 2.5 kHz measurement frequency. For each function, we sum up the runtime values and integrate the power values to obtain the total runtime and energy consumption. The subject systems are again executed with different configurations. Because of the expensive measurement process, and since PERF is applicable only for C/C++ programs, we had to restrict the number of subject systems, as well as the number of different configurations to 200 per subject system. Due to the diversity of results of RQ2.1 we selected BROTLI, X264, and LRZIP to include one typical candidate with a strong correlation (brotli), with mixed correlations at option level (lrzip), and with clearly separable option-level correlations (x264). To focus our analysis on relevant functions, we excluded functions that account for less than 0.1% of the system-level runtime.

For each configuration, we compute the ratio between energy consumption and runtime to obtain singular transfer factor between both measures. The first column of Figure 4 shows the transfer factors of all configurations for three functions of LRZIP. If the transfer factors of all configurations are centered tight around one value, we can speak of an accurate performance proxy for the respective function. That is, the runtime of a function can be multiplied by a single factor to obtain the energy consumption. To test for a constant single transfer factor, we applied the dip test (Hartigans test of unimodality [53]) and calculated the coefficient of variation [54].

If the distribution of all transfer factors over all configurations is centered around one mode, and if the coefficient of variation is below 5%, we can take the average transfer factor together with the runtime value as a proxy for energy consumption. Finally, we count the number of functions per subject system for which we identified a constant single transfer factor.

From RQ2.2, we know that configuration options influence the relation between energy consumption and runtime performance at the system level. Therefore, we expect some functions to reflect this behavior, meaning that the distribution of transfer factors of some functions is expected to have a multi-modal distribution. To test whether the modes of the distribution can be assigned to individual configuration options, we split the set of configurations by the values of each option and repeat the test for a constant single transfer factor per value. We find a proxy (i.e., multiple transfer factors) if the values of the configuration option map the multi-modal distribution with a coefficient of variation less than 5% per mode. We again count the number of functions per subject system for which we can successfully find multiple transfer factors that can be explained by a configuration option.

---

Results: In Table \(\mathbf{1}\) we summarize our results of the correlation at the function level, in which column \(|\mathcal{F}|\) lists the total number of functions for each subject system. We focus our analysis on those functions \((|\mathcal{F}_R|)\) that contribute a share of, at least, 0.1% of a system’s runtime, which results in 58 (25%), 42 (18%), and 93 (23%) functions for BROTLI, LRZIP, and x264. The analyzed functions make up a total execution time of 99.9% per system.

Columns \(|\mathcal{F}_S|\) and \(|\mathcal{F}_M|\) list the number of functions for which we runtime a constant multipled with a constant transfer factor can act as a proxy for energy consumption. Column \(|\mathcal{F}_S|\) counts functions for which a single transfer factor is sufficient. An example is find_best_match from LRZIP, plotted in Figure 4 first row: We can see that the transfer factors have a uni-modal shape, centered around 1.7. For BROTLI, we obtained a single transfer factor for all 58 performance-relevant functions \((|\mathcal{F}_R|)\). This confirms our system-level findings since BROTLI configurations exhibit nearly a perfect correlation, as shown in the first row of Figure 2. While for LRZIP, there are 14 functions that can use the same single value as proxy, there is none for the 93 functions of x264.

Column \(|\mathcal{F}_M|\) lists the number of functions for which we found multiple proxy values. We can get stable, precise proxy values if we selected the configuration options such that we properly split the multi-modal distributions. As an example, the second row of Figure 4 highlights function BZ2_compressBlock of LRZIP, for which we can observe two modes in the distribution of transfer factors. These two modes are controlled by option Cores. They apply when single threading or multi threading is selected in a configuration. In total, we found 24 functions for LRZIP and 43 functions for x264 with multiple transfer factors.

Column \(|\mathcal{F}_W|\) shows the number of functions for which our classification was unable to find transfer factor that depend solely on a single configuration option. That is, interactions among options change the performance-energy transfer factor considerably. Overall, we were able to find proxy values for 139 out of 192 functions for all three subject systems.

Discussion: The fact that we are able to trace correlations observed at the system level down to the function level, is an intriguing result. We are even able to pin down individual configuration options that affect the correlation per function \(RQ_{2.2}\). That is, configuration options change the transfer factor between energy consumption and runtime performance for individual functions. This result has implications for future for energy hot-spot detection and code-level energy optimization, since we first have to identify the options for individual transfer factors and only then we can use performance as a proxy for energy consumption.

Insight: We are able to trace the effects of configuration options on the correlation between energy consumption and runtime performance down to function level, rendering not only system-level optimization via performance proxies feasible, but also energy optimization at code level.

Actionable: Since an exhaustive profiling approach, which includes energy measurements, is not feasible in practical settings, profiling should be applied only to influential options.

Note that, in our analysis, we concentrated solely on individual configuration options and their different values. Clearly, interactions between options may also affect the correlation, as we already found for \(RQ_{2.2}\). This explains why we were not able to determine a proxy for half of the relevant methods for x264. However, even for functions that have been classified as without transfer factor (cf. column \(|\mathcal{F}_W|\) in Table \(\mathbf{1}\)), we can compute constant single transfer factors for a subset of the value ranges of an option. As an example, function primary_hash of LRZIP shows this aspect for option Level in Figure 4. Here, we can compute a transfer factor for 7 out of 9 values for this option. Only if option Level is set to 1 or 2, we see too large fluctuations, which might be caused by too short runtimes of the function or not considering interactions.

D. Implications for Practitioners

Our results have shown that runtime performance can be a viable proxy measure for energy consumption. However, our results have also shown that there are situations when the proxy measure becomes inaccurate or even misleading, and that a stakeholder needs to know when it is safe to use and when it needs more analysis to pin down an individual transfer factor per option. We suggest three scenarios on when and how to use performance as a proxy for energy consumption: (i) energy optimization through configuration, (ii) reconfiguration under performance constraints, and (iii) energy-efficiency improvement at code level.

Optimization: Our results from \(RQ_{1.1}\) suggest that an initial optimization of energy consumption can be made with runtime performance data across. That is, it is reasonable to expect that a random sampling approach with runtime performance measurements on the entire configuration space provides a good indicator also energy-efficient configurations. However, this does not automatically mean that configurations with the same runtime performance have the same energy consumption. In fact, focusing on subsets of configurations clearly shows that, when optimizing energy consumption with performance constraints (i.e., sets of configurations with similar performance), their energy consumption can vary substantially. In this case, we need a learning approach based on energy measurements to quantify the influence of individual options and interactions on energy consumption (as found in \(RQ_{1.2}\)). Nevertheless, an easy-to-follow heuristic is that the faster the runtime performance the lower the energy consumption.

Reconfiguration: In a reconfiguration scenario (i.e., a running application requires switching configuration options), we often are constrained by the current configuration, for example, since the running system relies on user-selected features. In this scenario, we choose a new configuration from a subset of the configuration space that is similar to the current configuration. Our results show that, in such cases, the correlation...
often breaks down. This has profound implications: We cannot guarantee a similar (or even reduced) energy consumption even when performance might improve. In RQ2.2, we identified the configuration options and interactions that have a distinctive (and possibly even contradicting) influence on the correlation. RQ2.2 quantifies for the first time the effects of such configuration options. Following this setup in a practical setting would mean that, for a reconfiguration or a scenario with existing performance constraints (e.g., with given service-level agreements), we need actual energy measurements that enables the stakeholder to rate the influence of individual options.

Code-level energy consumption: When debugging or improving energy-intensive functions, developers need to trace energy consumption to concrete functions at the code level. RQ2 provides some recommendations for this scenario. As shown in Table VI for most functions, a single proxy value or a configuration-option-specific proxy can be found with manageable effort, combining fine-grained energy measurements with performance profiling data. The important takeaway message is that, for the majority of functions, a single energy measurement is enough because of the constant energy–performance transfer factor of those functions. However, some functions’ energy consumption need to be measured repeatedly, because we could not determine option-specific proxy values for these. Overall, our energy–performance correlation analysis has shown that runtime performance measurements can serve as a solid proxy for energy consumption and may be used in CI pipelines for automated regression detection.

E. Threats to Validity

Selecting Pearson’s correlation measure imposes a threat to construct validity since other metrics such as rank-based correlation measures might result in other correlation values. Since measurement noise may influence both runtime performance and energy consumption in different ways, even small changes in runtime performance and energy consumption can substantially influence the ranking. Thus, comparing the ranks of runtime performance and energy consumption using rank-based correlation measures is more error-prone, such that we resort to the more robust correlation measure.

To increase external validity, we selected 14 configurable software systems from different domains. These ranges from throughput-intensive applications (e.g., compression tools, MP3 encoder, code optimizer) to server applications (Web server, databases). The configuration spaces contain 2 to 16 configuration options, some of which are numeric configuration options. Although this setup produces the largest configuration-focused data set for runtime performance and energy consumption we are aware of, there is no guarantee that our results generalize to other systems or application domains. However, since we already see a diverse picture in our data, we argue that our results hold also for other real-world applications.

There are also possible threats to validity regarding the literature analysis and the selected sampling strategies, which we discuss in Section III-B and Section IV-C.

VI. Conclusion

Understanding the relation between energy consumption and runtime performance of configurable software systems provides insights into whether runtime performance (which is easy to measure) can act as a proxy measure for energy consumption (which is more difficult to measure). An analysis of the literature draws a mixed picture with even shared causes for positive, negative, and no correlation between the two measures. We found that configurability has not been studied so far, possibly explaining some of the diverging observations.

We measured energy consumption and runtime performance of 14 real-world software systems, investing 2.5 years of CPU time, thereby building the largest set of combined energy–performance measurements we are aware of. We found that the correlation between energy consumption and runtime performance indeed depends on individual configuration options and interactions thereof: Despite an observed strong positive correlation over the whole configuration space, when confined to a subset of configurations, the correlation, and with it, the suitability of a performance proxy for energy consumption, can break down. Possible reasons are Simpson’s Paradox and the presence of few, but influential options that dominate the correlation. Applying our findings in practical settings would mean that, in a greenfield scenario, runtime performance can be used as a reasonable proxy for energy consumption. In contrast, in a reconfiguration scenario, configurations with a similar performance can exhibit a negative correlating energy behavior, so we may need to determine the energy influence of individual configuration options to reliably forecast energy consumption of the changed configurations. By tracing the effects of configuration options on the correlation between energy consumption and runtime performance down to the function level, we are able to identify the root cause for configuration-dependent energy hot spots. This might be exactly the cost-effective tool needed for energy-aware software. However, identifying suitable methods and proxy values is not trivial and may require some upfront investment. Our insights indicate that these investments should come from an focused option-level sampling process.
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